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Abstract

The distributed coordination and control of a set of au-
tonomous mobile robots is a problem widely studied in a
variety of fields, such as engineering, artificial intelligence,
artificial life, robotics. Generally, in these areas the prob-
lem is studied mostly from an empirical point of view. In
contrast, we aim to understand the fundamental limitations
on what a set of autonomous mobile robots can achieve. In
this paper we describe the current investigations on what
autonomous mobile robots can and cannot do with respect
to some coordination problems.

1 Introduction

In this paper we describe the current investigations on the
algorithmic limitations of what autonomous mobile robots
can do with respect to pattern formation.

The interest in distributed autonomous robot systems has
increased considerably in recent years. The problem of
controlling a set of autonomous, mobile robots in a dis-
tributed fashion has been studied extensively, but almost
exclusively from an engineering and from an artificial in-
telligence point of view. Leading research activities in the
engineering area include the Cellular Robotic System (CE-
BOT) of Kawaguchi et al [20], the Swarm Intelligence of
Beni et al. [4], the Self-Assembly Machine (”fructum”) of
Murata et al. [22], etc. In the AI community there has been
a number of remarkable studies, eg., on social interaction
leading to group behavior by Matarić [21], on selfish be-
havior of cooperative robots in animal societies by Parker
[24], on primitive animal behavior in pattern formation by
Balch and Arkin [2], to cite just a few.

In all these investigations, algorithmic aspects were some-
how implicitly an issue, but clearly not a major concern,
let alone the focus, of the study. An investigation with

an algorithmic flavor has been undertaken within the AI
community by Durfee [13], who argues in favor of limit-
ing the knowledge that an intelligent robot must possess
in order to be able to coordinate its behavior with others.
The work of Suzuki and Yamashita [1, 26, 27] is the clos-
est to our study (and, with this focus, a rarity in the mobile
robots literature); it gives a nice and systematic account
on the algorithmics of pattern formation for robots, under
several assumptions on the power of the individual robot.
Our model, however, differs with respect to the assump-
tions on the robots capabilities (the robots we consider are
“weaker”); our results are practically more relevant and
theoretically more powerful.

In Section 2 the formal definition of the model under study
is presented. In Section 3, we present an overview of the
main research investigations which motivates the “weak”
assumptions of our model. In Section 4 we review some
results related to the analysis of the problem of pattern for-
mation by autonomous mobile robots. Finally, in Section
5 we draw some conclusions and present suggestions for
further study.

2 The Model

The robots we consider are:homogeneous(they all fol-
low the same set of rules),autonomous(there is no a priori
central authority, and each robot’s computing capabilities
are independent from the others),asynchronous(there is
no central clock, no a priori synchronization, no a priori
bounds on processing or motorial speed),mobile (robots
are allowed to move on a plane),anonymous(they are a
priori indistinguishable),oblivious (they do not explicitly
remember the past). Moreover, there are no explicit direct
means of communication: the communication occurs in a
totally implicit manner, through the environment ( in biol-
ogy, this communication is calledstigmergy[3, 18]).



These assumptions make our robots simple and rather
“weak” in light of current engineering technology. But, as
already noted, we are interested in approaching the prob-
lem from acomputationalpoint of view; it is precisely by
assuming the “weakest” robots that it is possible to analyze
the strengths and weaknesses of the distributed control.

Each robot has its ownlocal viewof the world. This view
includes a local Cartesian coordinate system with origin,
unit of length, and thedirectionsof two coordinate axes,
identified asx axis andy axis, together with theirorien-
tations, identified as the positive and negative sides of the
axes. Notice, however, that the local views could be to-
tally different making impossible for the robots to agree on
directions or on distances.

A robot is initially in a waiting state (Wait); at any point
in time, asynchronously and independently from the other
robots, it observes the environment in its area of visibility
(Observe), it calculates its destination point based only on
the current locations of the observed robots (Compute), it
then moves towards that point (Move) and goes back to a
waiting state.

1. Wait The robot is idle. A robot cannot stay infinitely
idle.

2. Observe The robot observes the positions of all other
robots with respect to its local coordinate system.
Each robot is viewed as a point, and therefore theob-
servationreturns a set of points to the observing robot.
Two different models can arise depending on whether
we assume that a robot can see all the other robots in
the system (calledUnlimited Visibilitymodel) or that
a robot can see only the robots that are at most at some
fixed distance from it (Limited Visibilitymodel).

3. Compute The robot performs alocal computationac-
cording to its algorithm, based only on its local view
of the world and the observed set of points.

4. Move As a result of the computation, the robot either
stands still, or it moves (along any curve it likes). The
robot moves towards the computed destination of an
unpredictable amount of space, which we assume nei-
ther infinite, nor infinitesimally small.

A computational cycle is defined as the sequence of the
Wait-Observe-Compute-Moveactions; the “life” of a robot
is then a sequence of computational cycles.

Notice that, because of the obliviousness assumption, both
the result of the computation and that of the observation
phase will not be available to a robot at its next computa-
tional cycle.

The system is totallyasynchronous, in the sense that there
is no common notion of time, and a robot observes the en-
vironment at unpredictable time instants. Moreover, we do
not make any assumption on the cycle time of each robot,
neither on the time a robot stays in waiting state. We only
assume that each cycle is completed in finite time, and that
the distance travelled in a cycle is finite; we also require the
distance not to be infinitesimally small (unless the robot
reaches its destination).

Notice that, since during the computing phase of a robot
other robots could obviously move, the movement of a
robot could be based on a past situation which is not valid
anymore at the moment of the actual move.

3 Emergent Behaviour and Self-
Stabilization

Our model finds in the behavior-based approach its main
motivations. This fields of study on collaborative behaviors
analyzesemergent behaviorsarising from the coordination
and cooperation of the set of robots in the system, and it is
characterized by goals that are not “explicitly programmed
in but result from local interactions between a system’s
component” [21]. In other words, the functionality of a ma-
chine usually arises from its component and it is part of the
project of its designer, whereas the emergent functionality
(behavior), on the other hand, arises from the interaction of
its components which are not directly programmed with a
particular function in mind. The only things, therefore, that
are programmed in the robots are thebehaviors: a set of
laws that guides the robot to react to environmental stimuli,
with the property that there is no explicit goal programmed
in. Hence, although the agents are working together from
an observer’s viewpoint, they are not from the agents’ vie-
point. The cooperation and the goals simplyemerge(ex-
ternally) as the computation goes on [12]. This feature
renders this approach environment-independent, allowing
quick reaction to changes in the environment. These kind
of systems are also calledself-organizing, because of their
capacity to exploit behaviour that are not directly designed.

One of the first studies conducted in this direction is by R.
A. Brooks. In [5] he describes thesubsumption architec-
ture, composed by a set of layers, each describing a be-
havior of the robot associated to increasing level of com-
petence.

Another noteworthy study in this field, the one which
has most motivated the use of the “weak” assumptions
of our model, is that of Matarić [21]. The main idea
in Mataríc’s work is that “interactions between individual
agents need not to be complex to produce complex global



consequences”. She tries to understand which kind of sim-
ple interactions are necessary to produce complex group
behaviors in a fully distributed multi-agent system. The
set of agents under study has noa priori leader, hence all
the agents are homogeneous. There is no explicit one-to-
one communication, and all communication is based on
changes in the environment that the agent sense (implicit
communication). There is no central coordination.

At first a set of simple interactions between agents is de-
scribed:Collision Avoidance, Following, Dispersion, Ag-
gregation, Homing. Then, ways for compounding these
basic interactions in order to obtain more complex group
behaviors are illustrated. Examples of experimented com-
pound behaviors includeflocking, that is the ability of the
agents of moving in a flock towards a goal, andforaging,
consisting of finding pucks in the environment, picking
them up and delivering them to the home region.

Other studies that deal with the issue of investigating this
area can be found in [3], where the authors study in par-
ticular stigmergy communication and use a set of simple
robots that operate completely autonomously and indepen-
dently for the task of collecting pucks spread over the envi-
ronment (a square arena) in a single cluster, showing that,
despite the simplicity of the robots and the kind of im-
plicit communication adopted, potentially useful tasks can
be performed. Furthermore, we can cite the ALLIANCE
architecture of [24], the formation and navigation problems
in multi-robot teams of [2], the experiments in cooperative
cleaning behavior of [19].

Our work arises from emergent behavior studies, in par-
ticular that of Mataríc, as they motivate the simplicity of
the agents under analysis. As mentioned earlier, this sim-
plicity allows us to formally highlight by an algorithmic
and computational viewpoint the minimal capabilities the
agents must have in order to accomplish basic tasks and
produce interesting interactions. Furthermore, it allows us
to understand better the limitations of the distributed con-
trol in an environment inhabited by mobile agents, hence to
formally prove what can not be achieved under the “weak-
ness” assumptions of our model, that will be detailed later.

Alternative approaches to the problem of studying multi-
robot systems, can be found in the CEBOT system of [17],
in the planner-based architecture of [23], or in the informa-
tion requirements theory of [11] ( see [6] for a survey).

The common feature of all these approaches is that they
do not deal with formal correctness and they are only ana-
lyzed empirically. Algorithmic aspects were somehow im-
plicitly an issue, but clearly not a major concern. We aim
to identify the algorithmic limitations of what autonomous,
mobile robots can do.

The work of Suzuki and Yamashita [27] is the closest to

our study. The model that we use differ from those of [27]
in that our agents are as weak as possible in every single
aspect of their behavior. The reason is that we want to
identify the role of the robots’ common knowledge of the
world for performing a task.

Other significant work which has informed and motivated
us in our study comes from the area of self-stabilization.
The termself-stabilizationwas first introduced by Dijkstra,
who called a distributed system self-stabilizing “if and only
if, regardless of the initial state [...], the system is guaran-
teed to find itself in a legitimate state after a finite number
of moves” [10]. From his definition, we have that such a
system does not need to be initialized and can recover from
transient failures caused by moves that brought the system
in an illegitimate state, wheretransient failuresare events
that may change the state of the system by corrupting the
local state of a processor (for an example its local mem-
ory or program counter). Due to these features, recently
this notion has been intensely studied as an approach to
fault tolerance, since a self-stabilizing system can recover
from inconsistent system states that could occur without
any outside intervention [25].

One of the features of our agents is that they are oblivi-
ous, in that they do not have memory of the past. This
clearly gives the self-stability property to the algorithms
designed for our model, since the decision an agent takes
at some time in the computation does not depend on what
happened in the system previously, therefore from what
could be stored in its local memory. But there is one main
difference between our self-stabilizing algorithms and the
known ones: our system is not modeled on a graph. In
fact, the main work done on self-stabilization models dis-
tributed systems as graphs whose nodes are the processors
in the system and whose edge represent the connection be-
tween the processors, hence the topology of the system.
In contrast, our model allows the agents (the processors in
the distributed system) to move on the plane, without any
restriction in their moves.

A study by Debest [9] points out the importance of better
understending self-stabilization in systems built on several
components moving independently from each other and
cooperating in order to reach a common goal. He studies
the problem of the circle formation by a set of autonomous
mobile robots, describing informally an algorithm and an-
alyzing the reaction of the system to “unexpected events”,
such as the changing of position of some robots, or fail-
ure, program modification, and erroneous behavior by one
robot. In his paper he concludes that “in an environment
where software applications are growing more and more
distributed [...], a good understanding of how the self-
stabilizing state of a complex system is influenced by the
intrinsic behavior of its individual components is a prereq-



uisite to designs working well [...]”.

The idea of studying self-stabilizing concepts in systems
composed by cooperating mobile agents is new and the
only work to our knowledge dealing with this problem is
the one by Debest. Therefore, we find that our work can
be useful in contributing to a better understanding of self-
stabilization in “self-organizing” systems.

4 Pattern Formation

4.1 Unlimited Visibility.

We first consider the coordination problem of forming a
specific geometric pattern in the unlimited visibility set-
ting. Thepattern formationproblem has been extensively
investigated in the literature [8, 26, 27, 28], where usually
the first step is to gather the robots together and then let
them proceed in the desired formation (just like a flock of
birds or a troupe of soldiers). The problem is practically
important, because, if the robots can form a given pattern,
they can agree on their respective roles in a subsequent,
coordinated action.

The geometric pattern is a set of points (given by their
Cartesian coordinates) in the plane, and it is initially known
by all the robots in the system.

The robots are said toform the pattern, if, at the end of the
computation, the positions of the robots coincide, in ev-
erybody’s local view, with the points of the pattern, where
the formed pattern may betranslated, rotated, scaled, and
flippedinto its mirror position with respect to the input one.
Initially the robots are in arbitrary positions, with the only
requirement that no two robots are in the same position,
and that, of course, the number of points prescribed in the
pattern and the number of robots are the same.

The pattern formation problem is quite a general member
in the class of problems that are of interest for autonomous,
mobile robots. It includes as special cases many coordi-
nation problems, such as leader election, where the pat-
tern is defined in such a way that the leader is uniquely
represented by one point in the pattern. This reflects the
general direction of our investigations: what coordination
problems can be solved, and under what conditions? The
only means for the robots to coordinate is the observation
of the others’ positions; therefore, the only means for a
robot to send information to some other robot is to move
and let the others observe (reminiscent of bees in a bee
dance). For oblivious robots, even this sending of infor-
mation is impossible, since the others will not remember
previous positions.

Also I. Suzuki and M. Yamashita solve the same problem

in their model [27], characterizing what kind of patterns
can be formed. But all their algorithms are non-oblivious;
in fact, they require the capability of the robots to remem-
ber the past, while ours are totally oblivious.

In an attempt to understand the power of common knowl-
edge for the coordination of robots, we have studied the
pattern formation problem under several assumptions, ob-
taining a complete characterization of what can and what
cannot be achieved. The following theorem summarizes
the results holding for a set ofn autonomous, anonymous,
oblivious, mobile robots:

Theorem 4.1. ([16])

1. With common knowledge of two axes directions and
orientations, the robots can form an arbitrary given
pattern.

2. With common knowledge on only one axis direction
and orientation, the pattern formation problem is un-
solvable whenn is even; it can be solved ifn is odd.

3. With common knowledge on only one axis direction,
the robots can form an arbitrary pattern ifn is odd.

4. With no common knowledge, the robots cannot form
an arbitrary given pattern.

We have then studied what patterns can or cannot be
formed when the arbitrary pattern formation is unsolvable.

Theorem 4.2 ([14]). With common knowledge on only one
axis direction and orientation, there exists no deterministic
algorithm that allows an even number of robots to form an
asymmetric pattern. Moreover, in this case they can only
form symmetric patterns that have at least one symmetric
axis not passing through a vertex of the input pattern.

Finally, we have concentrated on the situation when no
common knowledge neither on directions nor on orienta-
tions is available (case 4. of Theorem 4.1). As seen before,
in this case an arbitrary pattern cannot be formed; we have
then investigated the simpler problem ofpoint formation.
In the point formation problem, the robots are required to
gather in a point of the plane (not fixed in advance), as-
suming they start from distinct positions and that they have
unlimited visibility.

Our algorithm requires that the robots have the ability to
recognize positions with multiplicity greater than one (in
this case, we say that the robots detect multiplicity). This
assumption is not too restrictive; we know that it is actually
necessary, in fact the following result holds for a set of
anonymous, oblivious, mobile robots:

Theorem 4.3 ([7]). If the robots cannot detect multiplicity,
the point formation problem is unsolvable.



Even assuming the ability to detect multiplicity, the solu-
tion of the problem is not trivial. The difficulties arise from
the fact that the robots, during the computation, could form
some particular patterns from which the point formation
becomes hard. For instance, when the robots are placed in
a regularn-gon, no algorithm can be designed so to allow
a single robot to move; in fact, due to the anonymity of the
robots, any moving strategy could make all of them move.
Other problematic situations arise when there exists a point
p in the plane such that the robots are in anequiangularsit-
uation with respect top.

Our algorithm isobliviousand solves the problem under
the condition that the starting position of the robots is not
an equiangular one. If, instead of total obliviousness, we
allow the robots to have one bit of memory [7], the problem
is then solved under all starting conditions.

An oblivious algorithm for point formation under all start-
ing conditions is still an open problem.

4.2 Limited Visibility.

Other interesting problems arise in the limited visibility
model. Currently, we have an algorithm that solves the
point formation problem under the assumption that there
is common knowledge on the orientation and direction of
both axes [15]. A necessary condition to solve this prob-
lem, is that no robot is completely ”isolated” from the oth-
ers at the beginning of the computation. More formally,
let Ci be the visibility area of a robotri. We define the
visibility graphas follows:

Definition 4.1 (Visibility Graph). The visibility graph
G = (N,E) is a graph whose node setN is the set of
the input robots and(ri, rj) ∈ E iff rj ∈ Ci andri ∈ Cj ,
whereri andrj are two robots in their initial positions.

We can state the following:

Lemma 4.1. If the visibility graph is disconnected, the
problem is unsolvable.

Let us call Universe the smallest isothetic rectangle con-
taining the initial configuration of the robots and let us call
Right andBottomrespectively, the rightmost and the bot-
tom most side of the Universe. When the visibility graph is
connected, the idea of the algorithm is to make the robots
move either towards the Bottom or towards the Right of the
Universe (a robot will never move up or to its left), in such
a way that, after a finite number of steps, they will gather
at the bottom most rightmost corner of the Universe.

Theorem 4.4 ([15]). There exists a deterministic algo-
rithm that let the robots gather in one point in a finite num-
ber of movements, in the limited visibility setting and as-

suming common knowledge on direction and orientation
of both axes.

This same problem has been investigated also in [1], where
the authors have presented an algorithm thatconverges, but
does not reaches, the point. On the other hand, our results
imply that the robots gather in a point in finite time. More-
over, their algorithm would not work in our model since it
is based on stronger assumptions.

5 Conclusion and Discussion

The purpose of our study is to gain a better understanding
of the power of the distributed control from an algorithmic
point of view. We presented a model consisting of a set
of autonomous, anonymous, memoryless, mobile robots -
features that render our robots “weak” - and we have out-
lined the current status of the investigation.

There are many issues which merit further research. The
operating capabilities of our robots are quite limited; it
would be interesting to look at models where robots have
more complex capabilities. For instance, we could use a
totally non-obliviousmodel, that is, one with an unlim-
ited amount of memory that each robot could use. Alter-
natively, we could equip the robots with just a bounded
amount of memory (semi-obliviousness), and see if this
added “power” can be useful in solving problems other-
wise unsolvable, if it could be used to design faster algo-
rithm, and how it could affect the self-stabilizing feature of
the oblivious algorithms.

Other alterations we could make to our system which
would inspire further study include adding the possibility
that at any given time a robot may never see the world as it
actually is, since the robots’ cameras rotate slowly as they
are taking a picture; we could also explore robots that have
some kind of direct communication, and we could assume
different kind of robots that move in the environment.

Slightly faulty snapshots, a limited range of visibility, ob-
stacles that limit the visibility and that moving robots must
avoid or push aside, as well as robots that appear and dis-
appear from the scene clearly suggest that the algorithmic
nature of distributed coordination of autonomous, mobile
robots merits further investigation.
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